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{ measurement of the spatial resolution of a liquid-argon filled
mber was performed with minimum ionizing particles.
Ivo multistrip chambers with 20 um strip spacing operating in
1 ionization mode were used in the experiment. They perform
naccordance with a simple model based on electron diffusion.

|, Introduction

In particle physics, many experiments require elec-
mnic detectors with high spatial resolution, especially
tthe highest energies. In response to this need, gas
fled chambers have been improved and are now
mching accuracies of the order of 60-100 um rms,
sing various techniques. These techniques include the
neasurement of electron drift time'), the determination
i the geometrical center of gravity of the induced
nise at the cathode?), and increases in gas density by
high pressures?) or low temperatures®).

An alternative approach, which leads to even higher
patial resolution, is the use of liquid filled chambers®).
The advantage of the liquid arises from the ~800-fold
increase in density over that of the gas, permitting the
ke of a much smaller thickness, larger ionization
satistics, and reduced effect of electron diffusion.
ilso the limitation in resolution due to the range of
itlta rays produced by the incident track is significantly
rduced. Unfortunately, the available signal is small
kcause it has so far not been possible to make use of
dectron multiplication in the proportional or Geiger
node in the liquid for geometries compatible with
high resolution®). Sparking in a triggered mode has
ken tried with limited success”) and its use still
rquires the solution of a few problems®). In spite of
e small signal the ionization mode can be used to
wplore the potentialities of liquid filled chambers.

We report here on an experiment designed to
measure the spatial resolution of liquid-argon filled
thambers, and to identify the physical processes that
imit their accuracy, such as electron diffusion, ampli-
fer noise, and delta rays. The experiment was per-
frmed with minimum ionizing particles using two
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An estimate of the amount of electron diffusion in liquid argon
is given and the time jitter distribution has a fwhm of 200 ns.
Under best conditions, the spatial resolution is better than 20um
rms with an efficiency of nearly 100%.

multi-strip liquid argon filled chambers, with 20 um
strip spacing (section 2).

The spatial resolution was determined by measuring
the probability of the strips to detect the same particle
in each chamber as a function of their relative position
(section 3). Under the best conditions, the spatial
resolution for a single strip was measured to be better
than 20 um rms with an efficiency of nearly 100%.
The chambers were found to perform in accordance
with a simple model based on electron diffusion and
amplifier noise (sections 4 and 5).

2. Description of the chambers
2.1. LIQUID USED

Liquid argon was chosen in preference to liquid
xenon, largely because it is less susceptible to con-
tamination by electronegative impurities. Liquid
krypton was not used because of contamination by the
radioactive isotope ®°Kr.

Special purification of the argon is required since
even a 1 ppm contamination of O, in liquid argon will
reduce the pulse height by a factor of 2 under the
conditions of our experiment (a 2.2 mm thick chamber
at 2.7kV/cm)®). A schematic diagram of our recir-
culating purifier is shown in fig. 1. The active elements
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Fig. 1. Schematic diagram of recirculating purifier.
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were the molecular sieve trap (—77°C) and the calcium
chips (600°C). Before operation, the chambers were
evacuated to a pressure <107°>mm Hg and were
maintained at a temperature of 60°C for about 15 h.
The chambers were then filled with argon gas supplied
from the purifier. The gas was liquified inside the
chambers by immersing them in a bath of unpurified
liquid argon.

2.2. ANODES

The anode pattern, shown in fig. 2, was a series of
24 strips, each 3 mm long and 15 um wide with a
20 um center-to-center spacing. On either side, two
larger strips at the same potential as the central strips
were used to make the field more nearly uniform in the
sensitive region. The pattern was drawn with a digital
plotting machine'®) and reduced 20-fold onto a high-
resolution photographic plate to produce a mask.
From this mask the final metallic pattern could be
contact printed onto metal coated substrates, using
standard integrated circuit techniques''). The sapphire
substrates were coated with approximately 0.1 um
of chromium and 1 um of gold, the chromium provi-
ding bonding between the sapphire and the gold.

Sapphire (crystalline Al,0;) rather than glass was
chosen as the substrate so that epoxy could be used
to attach the anode to the chamber body. Glass was
found to crack under such conditions when cooled to

Fig. 2. Gold anode pattern (light) on sapphire substrate (dark). (a) Overview showing fanout to circular ring of bonding pads (18 m
diam.). (b) Enlargement of central region showing 24 strips between two broad electrodes used to make the field more uniforn,
(c) Further enlargement showing 15 um wide strips on 20 um centers.
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—186°C, the temperature of liquid argon. Cerami
(fused Al,O;) was found to provide insufficien |
bonding to the metallic anode pattern, possibly dueo
surface irregularities. Wires were also tried'?) insteal
of etched strips but this technique was abandong
because of technical difficulties, such as breakage and
loss of tension.

2.3. CHAMBER ASSEMBLY

The cathode was a flat glass surface 8 mm in
diameter coated with silver, separated from the anode
plane by a distance of 2.2 mm. Negative high voltag
was supplied to the cathode via a 1 MQ resistor
attached to a kovar wire passing through the glas
(fig. 3). The anode strips were each connected to ground
through a large resistance. The typical operating
voltage was 600 V, corresponding to a field of
2.7kV/cm. The whole assembly was placed in an
enclosure composed of two stainless steel flangs
sealed by a copper gasket. Feed-through connectors
carried the signals from the anode strips to the outside
of the enclosure.

2.4. READ-OUT

The read-out electronics are shown in fig. 4. Th
strips were connected to low noise charge amplifier
placed within a few inches of the chambers to minimiz
capacitive load and rf pickup. Total capacitive loal
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was about 30 pF. After being processed by an inte-
gating and differentiating circuit, the signals were
sent to a discriminator which produced a standard
pulse. The usual time constants of the circuit were
02ps for integration and 2 us for differentiation.
The discriminator level was variable and generally
stt to select pulses due to a few tenths of a fC (1 fC =
10-'° C) input to the charge sensitive amplifier. The
noise level of the electronics was about 0.1 fC rms,
equivalent to about 3 uV rms while signals were of the
order of 1 fC.

1.5. MONITORING

A strip of 2*' Am-coated platinum foil was attached

Beam window
stainless steel
250um

Sapphire disc 630m+5

Anodes,etched gold
0.5 um

321

induced by the « particles from that radioactive source
provided a monitor of liquid purity independent of
beam tracks. The pulse height varied by less than 10%
over the time period of a week. We found that within
errors, the o pulse height observed on the field flatteners
was the same as that observed on the central eight
strips connected in parallel. This indicated that the
regions of bare substrate between the anodes had
little or no effect on the amount of charge collected.

3. Test set-up and procedure
3.1. BEAM

The beam used was a 1.7 GeV/c =~ beam from the
Bevatron having an intensity of 10*-10° particles/

lothe cathode with conductive epoxy. The pulse height __burst. The burst duration was roughly half a second.
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Fig. 3. Schematic of chamber construction. (a) Cutaway of chamber showing feedthroughs, fill pipe, demountable seal using copper
gasket, and cathode. (b) Enlargement of anode region, showing stainless steel beam window, sapphire disk, copper guard electrode
cathode, and a-source.
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Fig. 4. Read-out electronics used in experiment.
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At the location of the chamber, the beam image was
about 2cm in diameter. Fig. 5 shows the lay-out of
the scintillators S1, S2, and S3, and the two chambers,
denoted X1 and X2. With only S1 and S2 in coincidence
the horizontal beam divergence at the chambers was
+ 5 mrad rms including the effect of multiple scattering.
If in addition S3 was required to be in coincidence,
the divergence was reduced to +3 mrad.

3.2. CHAMBER SET-UP

The chambers were mounted on a stage that held
them in an argon bath in a thermally insulated and
electrically grounded box. The low noise charge
amplifiers were located in this box just above the argon
bath. Chambers, stage, argon bath, charge amplifiers,
and scintillator S2 were mounted inside a Faraday cage
for additional protection against radio frequency noise.

The chambers were mounted with the plane of the
strips normal to the beam and the strips vertical, so as
to measure the horizontal position of beam particles.
The upstream chamber (X1) was held fixed, while the
downstream chamber (X2) could be moved horizontally
and vertically across the beam and could be rotated
about the beam direction. The relative position of the
chambers could be set repeatedly within 10 pum. The
two chambers were mounted with anode sides facing
each other and placed as close as possible compatible
with the free motion of X2. The distance between the
centers of their sensitive volumes was 3.7 mm along
the beam direction. The material between the two
chambers constituted about 0.05 radiation length.

3.3. ALIGNMENT

Initial alignment of the two chambers was achieved
by visual observation of fiducial marks scribed on the
chamber flanges before assembly. Final alignment was
made by maximizing the coincidence rate between
single strips in each chamber as a function of the
position and orientation of X2.

3.4. RESOLUTION CURVES

In order to study the spatial resolution of the cham-
bers, the particles were counted only if they triggered
the coincidence of S1 S2 and a discriminator connected
to one strip of X1, thus defining a very narrow beam of
particles. The chamber X2 was moved horizontally
across that beam and the ratio r(y) of the rate of
coincidences S1 S2 X1 X2 to the rate of SI1S2XI
coincidences was recorded for each displacement y
of the chamber X2. Different curves of this type
(called resolution curves) were drawn, corresponding

to different values of the relevant parameters, ic.
different numbers of strips of X2 connected together,
and the discriminator level on X1 or X2. Sometim
S3 was added to the coincidence to define a bean
having smaller angular divergence.

4. Results and analysis of the resolution curves
4.1. GENERAL FEATURES OF THE DATA
Fig. 6 gives examples of two resolution curvs
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Fig. 5. Plan view showing beam, scintillator and chamber

layout. Liquid argon chambers are labeled X1 and X2. Horizont

dimensions of scintillators S1, S2, S3 transverse to the beam wer
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T T 7 T T T T T 7 T 77T
1.0~ A-X2 threshold ]
=Q.7fC
L ®-X2 threshold -
=0,40fC
0.8 1
0.6 - —
r - 4
0.4 4
0.2 - .
0 | I 17 $

1
25 0 25 50 75 100 125
Position (um)
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measured as a function of the horizontal position.
All the resolution curves are of a bellshape, reasonably
well represented by a Gaussian function. Therefore,
we summarize the information contained in each r(y)
by two parameters only, the height 42 and the full
width at half maximum w and the shape is assumed to
be Gaussian.

The best resolution at high efficiency was achieved
i with the discriminator levels set at 0.5 fC for each
chamber. With a beam divergence of 5 mrad we ob-
tained a width w of 80 um, corresponding to an rms
value of 32 um; we conclude that each chamber had a
rsolution better than this. The chamber efficiency and
the subtraction of the contribution of multiple scat-
 ering and beam divergence from the resolution are

discussed at the end of this section.

When the discriminator level on chamber X2 was
lowered, the height 4 approached unity, and the width
¢ increased. This is understandable since a lower
discriminator level allows a larger fraction of the

particles to be counted at all distances and, due to the
effects of electron diffusion, far away particles that
would not be counted at a higher discriminator level
are included. Whenever the beam definition was made
narrower, either by requiring a signal from S3 in the
toincidence or by raising the discriminator level on X1,
the height # increased and the width w decreased as
expected.

42. THE EFFECTIVE WIDTH

In order to interpret the data in terms of the para-
meters of the single chamber X2 we introduce a simple
analysis based on a new parameter L, the effective
width of a strip in X2, which is just the integral of the
measured resolution curve r(y). We show here that
L depends on the parameters of X2 but is independent
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[ e Single strip 1
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Fig. 7. Effective width L vs discriminator setting. Curves are

predictions based on the simple model and parameters discussed

in section 4.3. Dashed curve, two strips in parallel. Solid curve,
single strip.
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of the distribution of beam particles defined by counters
in coincidence with chamber X1. Let x be the hori-
zontal position of a particle traversing chamber X2
and p(x) its probability of triggering the discriminator
connected to a strip centered at x = 0. Let 5(x) be the
distribution of such particles defined by the S1 S2 X1
coincidence. b(x) is normalized to 1. When a strip in
chamber X2 is set off-center by a distance x = y, the
ratio of S1 S2 X1 X2 coincidences to S1 S2 X1 coinci-
dences is

r(y) = J b(x) p(x—y)dx. ¢))

The effective width of a strip is defined by

L= jr(y) dy = Jp(x) dx. ()

From eq. (2) we see that L does not depend on the
beam distribution A(x) and can be measured from the
resolution curve r(y) alone. Since r(y) is assumed to be
Gaussian, we obtain:

L= %\/(%2) hw = 1.06 hw. 3)

4.3, COMPARISON OF L WITH A MODEL

Our values of L are plotted in fig. 7, as a function of
the discriminator level of X2 expressed in terms of
input charge in fC. The data concern single strips in
X2, except one point that was taken with two adjacent
strips connected together to simulate a wider strip.

The solid curve in fig. 7 represents values of L
predicted by a simple model. In this model, the
particle deposits a string of ions along its trajectory,
the electrons drift along the electric field with a certain
amount of diffusion, and land on one or several strips.
A discriminator is triggered if and only if the charge
deposited on the corresponding strip exceeds a given
threshold. There are two constants in the model,
a diffusion factor D and the amount of charge ¢
deposited by the particle that escapes recombination
and capture by impurities. This diffusion factor D is
defined by o,=D./Z, where o, is the rms of the
electron diffusion distribution orthogonal to the
electric field, and Z is the electron drift distance
parallel to the electric field!®). The model fits the data
well with D =28 um/mm?* and ¢ =2.0fC, as can be
seen from fig. 7.

4.4. THE AVERAGE RESOLUTION
The values of L found experimentally could result
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from different probability functions p(x). In our crude
model, p(x) is a square function of unit height for
[x|<}L and zero for |x|>%L. In reality, p(x) is un-
doubtedly rounded to a certain extent due to amplifier
noise, and this will increase the rms spatial resolutions
sy and s, of chambers X1 and X2, but will not greatly
affect the effective width L. Therefore, although our
model may not correctly describe our data in every
respect, it does predict the dependence of L on dis-
criminator level rather well (fig. 7).

We further define the average resolution of both
chambers as

s = [4(si+sD1% C

An experimental value of s can be derived from the
resolution curve r(y) and a knowledge of the pion
beam properties. Let dy be the rms width of a resolution
curve r(p). 8y* is the sum of a term 652 due to beam
divergence (including multiple scattering) between
the chambers and the two other terms s? and s3.
Hence s? is measured by

s? = 1(3y* - 6bY). (5)

The measured resolution 8y depends on the joint
contribution of both chambers. For the purpose of
comparing the measured values of 52 with the effective
width L, we introduce the average effective width & as

Z* =3P +LY), (6)

where L and L, are the effective widths of chambers
X2 and XI respectively. L is determined from eq. (3),
while L, is obtained from fig. 7, knowing the dis-
criminator level on X1. In the model with p(x) a
square distribution of unit height, the relationship
between s and & is given by

st = & 2 )

4.5. COMPARISON OF $? WITH THE MODEL

s; and s, are expected to depend on the discriminator
levels of X1 and X2 respectively. We have obtained s2
from the resolution curves and eq. (5) for various
values of these parameters (fig. 8). Eq. (7) does not fit
these data. However, if a constant term of 270 um?
is added to the right hand side of eq. (7), the fit to the
data is fairly good.

4.6. BEST RESOLUTION AT HIGH EFFICIENCY

We can now use eq. (5) to find the average resolution
for the case mentioned in the second paragraph of
section 4. The beam divergence was +35 mrad, im-
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plying that 62 was 340 um?. Both discriminators wer
at the same level of 0.5 fC, and therefore both chamber
are expected to have the same resolution, equal to the
average resolution s. s was measured to be (3301
60) um?, so each chamber had a resolution bettr
than 20 um. This result is independent of any modd
for the diffusion, since the only requirement is the
hypothesis of equal resolution in the two chambers for
equal discriminator levels.

For this situation, we have also measured the overall
detection efficiency. Under the assumption that two
different strips cannot count unless all strips located in
between count also, it is possible to demonstrate!)
that

p=L=L ®
d

where E is the overall efficiency for a particle to be
counted on any strip of the chamber, L is the effective
width defined by eq. (2), L’ is a similar effective width
for two adjacent strips in coincidence to detect the
same particle, and d is the distance between the centers
of two adjacent strips. L was found to be (31+2)m,
L"=(134+2) ym and d was 20 um. Therefore, the
average efficiency E was 0.9040.15, compatible with
100%.

4.7. RESOLUTION FOR TWO STRIPS IN PARALLEL

Measurements with one strip were dependent on
which particular charge amplifier was used, and mos
measurements reported above are averages ove
several runs. With two strips, the data were much mor
reproducible. This was probably related to the fact tha
the amplifier noise then contributed a smaller fraction
of the value of s2.

For two strips and the discriminator set at 0.331C
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Fig. 8. Square of the average resolution s2 vs the square of the
effective width #2. Solid line is s2 = 4,.%2. Dashed line is s2=
15 #2+270 pm?.
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on X2, one strip and the discriminator level at 0.42 fC
on X1, and the beam divergence at =+ 3 mrad, the
value of 52 was found to be (600+ 100) um?. Using
figs. 7 and 8, one estimates that s? was about 350 um?,
and therefore s; was about 30 um.

5. Additional tests and information
5.1. PULSE-HEIGHT SPECTRA

Pulse-height data supply additional information
about electron diffusion in liquid argon independent of
the chamber spatial resolution. In order to check the
wonstants D and g of section 4, pulse-height spectra
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were recorded for the pulses collected by different
numbers of strips of X2 connected together. For this
study, the time constants of the read-out circuit were
changed to 1 us integration and 5 pus differentiation,
and the signals were sent to a pulse height analyzer
gated by the coincidence of SI, S2 and X2. Some
typical pulse shapes for the time constants used in
this experiment are shown in fig. 9.

Pulse height spectra are shown in figs. 10a and b for
one strip and eight adjacent strips respectively. The
solid curves superimposed on the data are predictions
from the simple diffusion model described in section 4.
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Fig. 9. Pulses obtained from eight adjacent strips in chamber X2 attached to one amplifier. Oscilloscope was triggered by a coinci-
dence between scintillators S1 82 S3 and one strip in chamber X1. Integration/differentiation time constants were: (a) 0.2 us/2 ps,
and (b) 1 us/5 us.
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Fig. 10. Amplitude distribution of pulses in chamber X2 in coincidence with scintillators S1 S2 S3 and chamber X1. (a) One strip
in X1 and one strip in X2. (b) Eight strips in X1 and eight strips in X2. Curves are predictions based on the simple model and para-
meters discussed in section 4.3.
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In both cases the data are well represented by a
diffusion factor D = 28 ym/mm* and an initial charge
after recombination of g = 2.0 fC (ref. 15). For eight
adjacent strips there is a noticeable tail of events at
high pulse heights. Approximately 15% of the events
are in this tail, entirely consistent with the ionization
distribution expected from the Landau tail. A mean
energy loss was used in the simple model and does not
account for this tail.

The electron diffusion has been measured in gaseous
argon as a function of electric field by Warren and
Parker'®). This data, when extrapolated to the liquid'7),
is in reasonable agreement with our measured value
of D.

5.2. CHARGE COLLECTION EFFICIENCY

The number of ion pairs produced in liquid argon
per unit of energy loss has been measured consistently
around 1 ion pair/25 eV under different conditions'®).
Using this value and an energy loss of 2.25 MeV/cm
for a minimum ionizing particle, we expect that a
charge of about 3.2 fC of each sign is liberated in our
2.2 mm gap. Our analysis shows that the amount of
electron charge escaping recombination and capture
was about 2.0 fC at an electric field of 2.7 kV/cm. We
do not know how much of the difference between
these two numbers to ascribe to (a) uncertainties in
the liberated charge, (b) errors in our charge measure-
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Fig. 11. Time lapse distribution between coincidence of scintil-
lators S1 S2 and the first pair of strips from X2, as explained in
section 5.3.
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ments, (c) recombination with Ar* ions!®), and (4
capture by residual electronegative impurities®).

5.3. MEASURED TIME SPREAD

In order to measure the system time resolution,
a time-to-amplitude converter (TAC) was started bya
coincidence of scintillators SI and S2, and stopped by
the first pair of four pairs of strips whose outpul
crossed a discriminator setting of 0.33 fC. The output
pulses from the TAC were recorded on a pulse-height
analyzer (see fig. 11 for the time jitter distribution)
Although the time jitter distribution has a fwhm of
200 ns, a 500 ns time gate is necessary to include al
the events.

These measurements are consistent with the simple
diffusion model and a drift velocity of 3.3 mm/ps
as reported in ref. 20. However, the electronics of the
system were not capable of a direct measurement of
the drift velocity in this experiment.

6. Conclusions

We have shown that liquid argon filled chambers are
capable of detecting minimum ionizing particles with
a spatial resolution better than 20 yum rms at an effi
ciency of nearly 100%. The multi-strip chambers were
operated in the ionization mode with expensive low
noise amplifiers on each strip, and we consider thi
the largest single disadvantage to the practical utiliza-
tion of such chambers.

The performance of the chambers was consistent
with a simple model based on the diffusion of electrons
and amplifier noise. The transverse electron diffusion
factor that best matched the performance was abou
30 um rms per mm* of drift. The time jitter distribu-
tion had a fwhm of 200 ns, and all the events wer
included in a 500 ns time interval. The counting rate
on each strip was limited by the amplifier recovery
time which was of the order of 5 ps.

Based on our experience with two strips in parallel, it
is more realistic with present electronics to build
chambers with spacings of about 40 um to increase
the signal-to-noise ratio and hence reliability of
operation. Such chambers would have a spatial
resolution of about 30 yum rms under the conditions
of our test.

Chambers covering several centimeters of linear-
dimension could be constructed using the same tech
niques described here. Each centimeter could b
covered with 250 strips. The limit to the utilization i
to be found in the associated electronics which would
at present be bulky and expensive. However, this



problem could be overcome by developments in
. read-out electronics.
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